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ABSTRACT
News recommendation aims to match news with personalized user
interest. Existing methods for news recommendation usually model
user interest from historical clicked news without the considera-
tion of candidate news. However, each user usually has multiple
interests, and it is difficult for these methods to accurately match
a candidate news with a specific user interest. In this paper, we
present a candidate-aware user modeling method for personalized
news recommendation, which can incorporate candidate news into
user modeling for better matching between candidate news and
user interest. We propose a candidate-aware self-attention network
that uses candidate news as clue to model candidate-aware global
user interest. In addition, we propose a candidate-aware CNN net-
work to incorporate candidate news into local behavior context
modeling and learn candidate-aware short-term user interest. Be-
sides, we use a candidate-aware attention network to aggregate
previously clicked news weighted by their relevance with candidate
news to build candidate-aware user representation. Experiments
on real-world datasets show the effectiveness of our method in
improving news recommendation performance.
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Figure 1: Thematching between candidate news and user in-
terest inferred from historical clicked news.

1 INTRODUCTION
Personalized news recommendation is a critical technique for online
news platforms to improve user experience [5, 11, 14, 26, 27, 32, 33].
Accurate modeling of user interest on candidate news is important
for personalized news recommendation [2, 4, 7, 13, 29, 30]. Many
existing methods first model user interests and candidate news
content separately and then use their representations for interest
matching [23]. For instance, An et al. [1] used a GRU network and
ID embeddings to learn user interest representations from clicked
news. Wu et al. [20] applied an attention network to learn user
interest representations by aggregating user’s clicked news. Both of
them modeled the relevance between user interests and candidate
news based on the dot product of their representations. In these
methods, user interests are modeled in a candidate-agnostic way.
However, each user usually has multiple interests [15], and it may
be difficult to accurately match candidate news with a specific user
interest if candidate news is not considered in user modeling [19].

Our work is motivated by the following observations. First, users
usually have multiple interests. For instance, as shown in Fig. 1, we
can infer that the example user is interested in many different fields,
such as politics, music, sports, and travel, from her clicked news.
However, a candidate news usually onlymatches a small part of user
interests. For instance, the 4th candidate news only matches user
interests in politics, and it has low relevance to other interests of this
user like music and sports. Thus, it may be difficult to accurately
match the candidate news if candidate news information is not
considered in user modeling. Second, local contexts of users’ news
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click behaviors are useful for inferring short-term user interests.
For example, as shown in Fig. 1, we can infer the user’s recent
interests on travel in Wisconsin from the relatedness between the
12th and 13th news clicks. Third, long-range relatedness between
users’ historical clicks also provides rich information to model long-
term user interests. For example, we can infer the long-term user
interests in music from the long-range relatedness between the 5th
and 10th clicks. Thus, understanding both short- and long-term
user interests is important for accurate news recommendation [1].

In this paper, we propose a candidate-aware user modeling frame-
work for personalized news recommendation (CAUM), which can
incorporate candidate news information into user modeling for
accurate interest matching. We propose a candidate-aware self-
attention network to learn candidate-aware global user interest
representations. It uses candidate news representation to guide the
modeling of global relatedness between historical clicked news.
In addition, we propose a candidate-aware CNN network to learn
candidate-aware short-term user interest representations. It incor-
porates candidate news information into the modeling of local
contexts of click behaviors. Besides, we adopt a candidate-aware
attention network to weight clicked news based on their relevance
with candidate news to learn candidate-aware user interest repre-
sentation for better matching with candidate news. Experimental
results on two real-world datasets verify that CAUM can improve
the performance of user modeling for news recommendation.

2 METHODOLOGY
2.1 Candidate-aware User Modeling
Next, we introduce the candidate-aware user interest modeling
framework, which can exploit candidate news to guide user inter-
ests modeling. It takes representations {c𝑖 }𝑁𝑖=1 of user’s recent 𝑁
clicks {𝑐𝑖 }𝑁𝑖=1 and representation n𝑐 of candidate news 𝑛𝑐 as inputs.
(Refer to Section 2.2.). Fig. 2 shows it contains three modules.

Candi-SelfAtt: Long-range contexts of news clicks are usually
informative for inferring global user interests. Besides, different
long-range behavior contexts usually have different importance to
capture different global user interests. For example, Fig. 1 shows
the relatedness between the 1st and 5th click can help infer user
interests in politics while the relatedness between the 5th click and
10th click can help infer user interests in music. Thus, modeling
long-range behavior contexts with candidate news information
may better model global user interests to match candidate news.
Motivated by these observations, we propose a candidate-aware self-
attention network (Candi-SelfAtt), which can use candidate news
information to guide global behavior contexts modeling. The core
of Candi-SelfAtt is to adjust attention weights of behavior contexts
via candidate news to select important ones. We first apply multiple
self-attention heads [17] to model click relatedness:

𝑟𝑘𝑖,𝑗 = q𝑇𝑖 W
𝑟
𝑘
c𝑗 , q𝑇𝑖 = Q𝑢c𝑖 , (1)

where 𝑟𝑘
𝑖,𝑗

denotes the attention score generated by the 𝑘-th atten-
tion head to model relatedness between the 𝑖-th and 𝑗-th click, Q𝑢
is the projection matrix, andW𝑟

𝑘
is parameters of the 𝑘-th attention

head. Note that {𝑟𝑘
𝑖,𝑗
}𝑁
𝑗=1 model the relatedness between the 𝑖-th
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Figure 2: Framework of our CAUM method.

clicks and other user’s clicks. We further adaptively select informa-
tive long-range relatedness for modeling user interest in candidate
𝑛𝑐 based on their relevance with candidate news:

𝑟𝑘𝑖,𝑗 = 𝑟
𝑘
𝑖,𝑗 + q𝑇𝑐 W

𝑟
𝑘
c𝑗 , q𝑇𝑐 = Q𝑐n𝑐 , (2)

where 𝑟𝑘
𝑖,𝑗

is the candidate-aware attention score, and Q𝑐 is a pro-
jection matrix. Then we learn the representation l𝑘𝑖 generated by
the 𝑘-th head for the 𝑖-th click based on attention weights {𝛾𝑘

𝑗
}𝑁
𝑗=1:

l𝑘𝑖 = W𝑘
𝑜

𝑁∑︁
𝑗=1

𝛾𝑘𝑗 c𝑗 , 𝛾
𝑘
𝑗 =

exp(𝑟𝑘
𝑖,𝑗
)∑𝑁

𝑝=1 exp(𝑟𝑘𝑖,𝑝 )
, (3)

whereW𝑘
𝑜 is the projectionmatrix of the𝑘-th attention head. Finally,

we learn the global contextual representation l𝑖 for 𝑖-th click by
contacting {l𝑘𝑖 }𝐾𝑘=1, where 𝐾 is the number of attention heads.

Candi-CNN : Besides global user interests, short-term user in-
terests are also important for matching candidate news [1, 3]. Short-
term user interests can usually be effectively modeled from local
contexts between adjacent user behaviors [1]. In addition, incor-
porating candidate news information into local behavior contexts
modeling also has the potential to better model short-term inter-
est in candidate news. Thus, we propose a candidate-aware CNN
network, which can capture local contexts between adjacent clicks
with candidate news information. We apply multiple filters to cap-
ture the potential patterns between local contexts of adjacent clicks
and candidate news: s𝑖 = W𝑐 [c𝑖−ℎ ; ...; c𝑖 ; ...; c𝑖+ℎ ;n𝑐 ], where s𝑖 rep-
resents local contextual representation of the 𝑖-th click, 2ℎ + 1 is the
window size of the CNN network, andW𝑐 represents parameters
of filters in the Candi-CNN network. Similarly, we can learn local
contextual representations [s1, s2, ..., s𝑁 ] of all clicked news. These
local contextual representations of clicked news encode candidate-
aware short-term user interests. Then, we learn unified contextual
representation m𝑖 for the 𝑖-th click based on the aggregation of l𝑖
and s𝑖 : m𝑖 = P𝑚 [s𝑖 ; l𝑖 ], where P𝑚 is the projection matrix.
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Table 1: Performance comparisons. The improvement of CAUM over baseline methods is significant at level 𝑝 ≤ 0.001.

MIND NewsApp
AUC MRR nDCG@5 nDCG@10 AUC MRR nDCG@5 nDCG@10

GRU [10] 65.69±0.15 31.47±0.06 33.96±0.07 39.70±0.07 63.23±0.37 27.83±0.26 31.84±0.31 37.41±0.34
NAML [20] 66.49±0.19 32.38±0.13 35.17±0.15 40.84±0.14 64.52±0.35 29.02±0.20 33.35±0.30 38.90±0.33
NPA [21] 66.56±0.18 32.42±0.10 35.20±0.11 40.87±0.13 64.39±0.14 28.93±0.10 33.31±0.11 38.83±0.11
NRMS [24] 68.04±0.20 33.31±0.07 36.23±0.15 41.92±0.12 65.36±0.28 29.47±0.21 33.96±0.27 39.49±0.19
LSTUR [1] 68.36±0.22 33.30±0.11 36.30±0.16 42.00±0.14 65.18±0.23 29.28±0.21 33.71±0.23 39.28±0.22
KRED [8] 67.73±0.13 32.87±0.11 35.81±0.13 41.43±0.15 65.45±0.14 29.56±0.09 34.11±0.11 39.65±0.12
DKN [19] 66.32±0.18 32.13±0.14 34.86±0.13 40.47±0.18 62.86±0.37 28.00±0.23 32.12±0.29 37.68±0.28
HiFi-Ark [9] 67.93±0.25 32.87±0.07 35.77±0.08 41.47±0.10 64.91±0.15 29.10±0.12 33.52±0.18 38.98±0.14
FIM [18] 67.84±0.12 33.26±0.06 36.18±0.10 41.86±0.11 65.39±0.10 29.63±0.11 34.14±0.12 39.60±0.10

GNewsRec [3] 68.36±0.22 33.41±0.10 36.36±0.13 42.01±0.14 65.31±0.22 29.40±0.14 33.92±0.16 39.48±0.16
CAUM 70.04±0.08 34.71±0.08 37.89±0.07 43.57±0.07 66.44±0.07 30.07±0.10 34.69±0.12 40.23±0.10

Candi-Att: Since the importance of clicked news for model-
ing user interest in candidate news may be different, we apply a
candidate-aware attention network to model the importance of
clicked news from their relevance with candidate news 𝑛𝑐 and
further build the candidate-aware user interest representation u:

u =

𝑁∑︁
𝑖=1

𝛼𝑖m𝑖 , 𝛼𝑖 =
exp(Φ(m𝑖 ,n𝑐 ))∑𝑁
𝑗=1 exp(Φ(m𝑗 ,n𝑐 ))

, (4)

where 𝛼𝑖 is the weight of the 𝑖-th click and Φ is an MLP network. In
this way, user interests relevant to the candidate news can be effec-
tively encoded into u to improve the accuracy of interest matching.

2.2 News Modeling
In CAUM we model news based on previous methods. Motivated
by previous works[8, 12], we apply self-attention networks to learn
title representation n𝑡 and entity representation n𝑒 for a news
𝑛 from its title and entities, individually. Besides, following Wu
et al. [20], we derive representation n𝑣 of news topic via a topic
embedding layer. Finally we formulate news representation n as
the aggregation of these representations: n = n𝑡 + n𝑒 + n𝑣 .

2.3 Interest Matching and Model Learning
Based on the news modeling and candidate-aware user interest
modeling method, we can learn representation n𝑐 of candidate
news 𝑛𝑐 , and the corresponding user representation u. We fur-
ther match them to measure user interest in candidate news and
calculate the matching score: 𝑦 = n𝑇𝑐 · u. Motivated by previous
works [22, 25, 28], we adopted BPR loss [16] for model learning:L =

− 1
𝐻

∑𝐻
𝑖=1 log𝜙 (𝑦

𝑝

𝑖
− 𝑦𝑛

𝑖
), where 𝐻 is the training dataset size, 𝜙 is

sigmoid function,𝑦𝑝
𝑖
and𝑦𝑛

𝑖
is thematching score of the 𝑖-th positive

and negative sample, and negative samples are randomly sampled
for each positive sample from the same impression.

3 EXPERIMENT
3.1 Dataset and Experimental Settings
We conduct extensive experiments on two real-world datasets. The
first one is a public news recommendation dataset (MIND) [31]. The
second one is NewsApp, consisting of user logs collected from the

news feeds app of Microsoft from January 23 to April 01, 2020 (13
weeks). It contains 110,000 and randomly selected from the first
ten weeks for training, and 100,000 impressions randomly selected
from the last three weeks to construct the test set.

The data processing of CAUM follows Wu et al. [24]. In CAUM,
dimensions of both news and user interest representations are set to
400.Candi-SelfAtt contains 20 attention heads, and output vectors of
each head are 20-dimensional. Candi-CNN contains 400 filters and
window size is set to 3. We train CAUM 3 epochs via Adam [6] with
5 × 10−5 learning rate. All hyper-parameters of CAUM and other
baseline methods are selected based on the validation dataset. Codes
are in https://github.com/taoqi98/CAUM. Following Wu et al. [31],
we adopted AUC, MRR, nDCG@5, and nDCG@10 for evaluation.

3.2 Performance Comparison
We compareCAUM with several SOTA baselinemethods: (1)GRU [10]:
model user interest via a GRU network. (2) DKN [19]: apply a
candidate-aware attention network to learn user representation. (3)
NAML [20]: learn user representation via a attention network. (4)
NPA [21]: propose a personalized attention network to model user
interests. (5) HiFi-Ark [9]: learn user representation from multiple
archives of user interests via a candidate-aware attention network.
(6) LSTUR [1]: use GRU network and ID embeddings to model long-
and short- term user interests. (7) NRMS [24]: apply self-attention
network to model user interests. (8) KRED [8]: model news from
title and entities via a KGAT network. (9) GNewsRec [3]: adopt GRU
and GNN network to model user interests. (10) FIM [18]: utilize 3D-
CNN to model user interests in candidate news based on word-level
similarities between clicks and candidate.

We repeat each experiment 5 times and report average results
and standard deviations in Table 1. First, we find that CAUM can
significantly outperform other baseline methods which model user
interests in a candidate-agnostic manner, such as NRMS and LSTUR.
This is because users usually have multiple interests and a candidate
news usually only matches a specific user interest. Modeling user
interests in a candidate-agnostic manner makes these methods can-
not effectively capture user interests that are relevant to a specific
candidate news, and maybe sub-optimal for the interest matching.
Second, our CAUM method also outperforms baseline methods
with candidate-aware attention network, such as DKN, HiFi-Ark

https://github.com/taoqi98/CAUM
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GNewsRec. This is because different contexts of user’s news clicks
usually contain various clues to infer different user interests. Incor-
porating candidate news information into the behavior contexts
modeling can help capture more relevant user interests for match-
ing the candidate news. However, in these methods, user behavior
contexts are ignored (e.g., DKN ) or modeled in a candidate-agnostic
way (e.g., HiFi-Ark), which are sub-optimal for the interest match-
ing. Different from these methods, we propose Candi-SelfAtt and
Candi-CNN to exploit candidate news to guide the user modeling
from both long-range and local behavior contexts.

3.3 Ablation Study
We conduct an ablation study to verify the effectiveness of Candi-
SelfAtt and Candi-CNN by adding them to the base model of CAUM
(named Base). Base is a variation of CAUM that replaces Candi-
SelfAtt, Candi-CNN and Candi-Att network with self-attention,
CNN, and attention network individually. Results are shown in Fig. 3
and we have several findings. First, adding one of Candi-SelfAtt and
Candi-CNN significantly improves the performance of Base. This
result verifies that Candi-SelfAtt and Candi-CNN can effectively
exploit behavior contexts to capture global and short-term user
interests that are informative for matching the candidate news,
respectively. Second, CAUM outperforms both Base+CandiCNN and
Base+Candi-SelfAtt. This is because candidate-aware user interest
modeling is important for both global and short-term user interest.

3.4 Analysis on Model Efficiency
Wewill present some efficiency analysis and comparisons on CAUM
and other user modeling methods. First, in Table 2, we show time

Table 2: Method time complexity (multiplication operation)
of calculating matching scores of 𝑀 candidate news. News
and user representation are 𝑑-dimensional.

NAML O(𝑀𝑑 + 𝑁𝑑2) GRU O(𝑀𝑑 + 𝑁𝑑2)
LSTUR O(𝑀𝑑 + 𝑁𝑑2) NRMS O(3𝑁𝑑2 + 𝑁 2𝑑 +𝑀𝑑)
CAUM O((3𝑁 +𝑀)𝑑2 + (𝑁 2 +𝑀𝑁 )𝑑)

complexities of CAUM and candidate-agnostic methods for calcu-
lating matching scores of𝑀 candidate news for a user.1 A notable
result is that although CAUM needs to calculate different user rep-
resentations for different candidate news, the time complexity of
CAUM is not 𝑀 times that of other methods. This is because, in
CAUM, many operations only need to be performed once for dif-
ferent candidate news such as calculating self-attention scores 𝑟𝑘

𝑖,𝑗

between different clicked news. Thus, by avoiding executing du-
plicated calculations, the efficiency of CAUM can be significantly
improved. Besides, in general, the number of candidate news𝑀 is
usually in a small scale (e.g., 100) in real-world recommender sys-
tems and it is comparable with the number of users’ clicked news
𝑁 used for interest modeling (e.g., 50). Thus, in practical settings,
CAUM can achieve comparable time complexity with NRMS. In
addition, although GRU and LSTUR have smaller time complexity
than NRMS and CAUM, it is difficult to speed up these RNN based
methods via parallel computations and they usually cost more time
in real applications. Second, as shown in Fig. 4, we compare run-
ning time 𝑇 of different methods for calculating matching scores
of 𝑀 candidate news for 100,000 users. Different methods are ex-
ecuted in the same experimental environment (a Nvidia 1080 Ti
GPU). We find that CAUM can achieve comparable speeds with
many candidate-agnostic methods (e.g., NAML and NRMS) and
outperform some candidate-agnostic methods (e.g., LSTUR). These
results further verify that the efficiency of CAUM is satisfied like
candidate-agnostic methods.

4 CONCLUSION
In this paper, we propose a candidate-aware user modeling frame-
work for personalized news recommendation (CAUM), which can
incorporate candidate news information into user modeling for
more accurate interest matching. We propose a candidate-aware
self-attention network to exploit candidate news information as
clue to model global user interests in candidate news. In addition,
we also propose a candidate-aware CNN network to incorporate
candidate news information into local click behavior contexts mod-
eling to match short-term user interests with the candidate news.
Extensive experiments on two real-world datasets demonstrate that
CAUM can significantly outperform many baseline methods and
improve the accuracy of user modeling.
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